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B
efore the semester starts, a statistics teacher wants to organize a box of
hundreds of newspaper clippings and Internet reports collected in the past
couple of years:

“Dark Chocolate Might Reduce Blood Pressure”
“Almost Half of U.S. Internet Users ‘Google’ Themselves”
“Vampire Bat Saliva Researched for Stroke”
“Environmental Mercury, Autism Linked by New Research”

Ihere are several reports on smoking and on obesity, but for most of the topics—
such as hat saliva—there is only one article. How can the teacher sort all of those
articles in a way that will make them easy to access for future reference?

At the end of the semester, a group of statistics students are studying together,
trying to solve practice final exam problems such as these:

Suppose systolic blood pressures for 7 patients who ate dark chocolate
daily for two weeks dropped an average of 5 points, whereas those of a con
trol group of 6 patients who ate white chocolate remained unchanged. If
the standardized difference between blood pressure decreases was 2.1, do
we have convincing evidence that dark chocolate is beneficial?
According to a 2007 report, 470 of 1,623 U.S. Internet users surveyed by
the Pew Internet & American Life Project had searched for information
about themselves online. Give a 95% confidence interval for the percent
age of all U.S. Internet users who searched online for information about
themselves.
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Categorical variables are
sometimes referred to
as uqualitativeand

quantitative variables

are sometimes called

numerical’

numbers are labels, not

signifying an amount

that can be quantified.

For example, If half of a
group of students have

aZlP code 15217and

the other half 15213, we

can’t say that the typical
ZIP code is the average
of these, 15215.

I Researchers found that 9 out of 15 stroke patients receiving vampire bat
saliva had an excellent recovery, compared with 4 out of 17 who were
untreated. Does this provide evidence that bat saliva is effective in treat
ing stroke patients?

Research in a large sample of Texas school districts found that for every
1,000 pounds of environmentally released mercury, there was a 17% in
crease in autism rates. If one district has 300 additional pounds of environ
mental mercury compared to anothe how much higher do we predict its
autism rate to be?

The students may feel overwhelmed in trying to find the right approach to
each of the problems, after having learned a whole semester’s worth of various sta
tistical procedures. How can the students figure out which procedure is the right
one for each problem?

The answer for both teacher and students is a simple one, and it will also be
the key for you to understand what this book is all about, from beginning to end.
The way u’e handle statistical problems depends on the number and types of vari
ables involved.

A variable, as the name suggests, is something that varies for different individ
uals: Blood pressure is a variable because it takes different values for different peo
ple; recovery from a stroke is a variable because some patients have an excellent
recovery and others do not. The individuals with variable traits in many cases are
people, but individuals can be anything that we are interested in—from penguins
to school districts to planets.

Types of Variables: Categorical or Quantitative

Virtually all of the situations encountered in this book will involve either a single
variable or the relationship between two variables. A variable’s type is categorical
if it takes qualitative values such as sex, race, or the response to a yes-or-no ques
tion. The type is quantitative if the variable takes number values for which arith
metic makes sense, such as age, number of siblings, or rating something on a scale
of 1 to 10.

i)cIr,iitzo;, A variable is a characteristic that differs for different
individuals. A categorical variable takes qualitative values that are not
subject to the laws of arithmetic. A quantitative variable takes number
values for which arithmetic makes sense. A relationship (also known as an
association) exists between two variables if certain values of one tend to
occur with certain values of the other.

The statistics teacher can divide the clippings into just five piles:

1. One categorical variable

2. One quantitative variable

3. One categorical variable and one quantitative variable

4. Two categorical variables

5. Two quantitative variables

Likewise, the statistics students just need to identify the number and type of
variables involved in each problem, and this will suggest what statistical proce
dure should he applied.

This book features “Students Talk Stats” examples and exercises that are dis
cussions by four prototypical students, highlighting many of the most important
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Some number-valued
variables, like ZIP codes,

are categorical if the
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;dci ii statistics. As you gradually rise to higher es els of understanding of statis
mLrpts and procedures, von may find von can relate to their struggles and
ties. Our first such discussion will help you begin to develop the skill of

id’ t\ ing what types of variables are involved when you are presented with any
ontain1ng statistical information.

Identifying l’ypes of Variables
our students who have recent y enrol ed in a

stat stcs cass are browsng through news articles on

the Internet, thinking about what kind of variab es are

involved.

Adam: ‘7 in the mood for chocolate, so I’m looking at this
article that says ‘Dark Chocolate Might Reduce Blood Pressure’.

/ m pretty sure blood pressure is quantitative but couldn’t chocolate go either way?”

Brittany: “Realistically, I think they’djust compare people who do and don’t eat dark
,hocolate, which would make it categorical. Here’.c one that says ‘Almost Half of U.S.
Internet Users “Google” Themselves’. Half is a number so it’.s quantitative.”

Carlos: “Half is talking about the overall fraction, but for each person, theyjust
ecorded whether or not they Googled themselves, so its categorical. What about
Vampire Bat Saliva Researched for Stroke’? I picture they handled bat saliva like
Srittany said they’d handle chocolate—some people get it and others don’t. I don’t
think it would be easy to put a number on recovery from a stroke, so that variable’.s
arobably categorical, too.”

Dominique: “I’m confused about this one: ‘Environmental Mercury, Autism Linked
by New Research’. Mercury would be quantitative, and! think of autism as being
ategorical, but the report says they looked at autism rates in different school districts
napending on how much mercury was in the area. Would that make autism
7uantitative?”

a s correct that b nod oressure s quanttative ard Bhttany hghtly guesses that
a ate or sumpt or r th s case wou d he categor ca Car os hat correct y
e Gong i g nes set as a categohca ar ace n the second art c e, and s
hqht trick that both hat sa va and str e eLo\erv would be categorca

tnough ut sm for n Jjv Juai no n e rou d be categor cal, ta study
dots a tsrn totes for a samp e of chooi dstr Lt5, ther the varahie s

c tatcø D’m’ q s g°t annt b ° e’c’y r J aw ‘are ben
n t tative sariab es n th s study

Practice: Try Exercise 1,2 on page ii.

Although variable type is usually fairls straightforward to identify, some
rossover” from one type to the other may take place, such as in the autism!

tiercury study discussed above by the four students, as well as in the following
or of examples.



EXAMPLE 1.1 WHEN A CATEGORICAL VARIABLE GIVES RISE TO A
QUANTITATIVE VARIABLE

Background: Individual teenagers were surveyed as to whether they have
used marijuana, and whether they have used harder drugs.

Teenager Marijuana? Harder Drugs?

Researchers then looked at the percentage of teenagers using marijuana
and the percentage using harder drugs in various countries around the
world to see if those two variables are related.

Country % Marijuana % Harder Drugs

22#1 4

#2 37 16

7 3

#4 23 14

Questions: What kinds of variables are involved in the first situation?
What kinds of variables are involved in the second situation?

Responses: The first situation explores the relationship between two
categorical variables. The second explores the relationship between two
quantitative variables.

Practice: Try Exercise 1.6(a,b) on page 12.

ExAMPLE 1.2 WHEN A QUANTITATIVE VARIABLE GIVES RISE TO A
CATEGORICAL VARIABLE

Researchers studied the effects of having dental X-rays during pregnancy.
First they recorded birth weights of babies, along with information as to
whether the mothers had been X-rayed while pregnant. When it came time
to analyze the data, they simply classified the babies as being below
6 pounds (considered below normal) or not, along with information about
whether the mothers had been X-rayed while pregnant.

Questions: What kind of variables were involved in the first situation? In
the second situation?

I
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Ii

I

4

Yes No



3

Responses: The first situation involves one categorical variable (mother

ad dental X-rays or not) and a quantitative variable (baby’s weight). The

‘ccond situation involves two categorical variables because babies’ weights

re now categorized into two groups.

Cog nal var able (b rth we g I) a quant tative

55 58 58 60 62 63

h b o n n n.

4
Below normal Norma

Practice: rry Exercise 18 an page 12.

iindling Data for Two Types of Variables

\\u refer to recorded values of categorical or quantitative variables as data. The

cicnce of statistics is all about handling data.

Data are pieces of information about the values taken by

ariables for a set of individuals.
The science of statistics concerns itself with gathering data about a

wup of individuals, displaying and summarizing the data, and using the

information provided by the data to draw conclusions about a larger

roup of individuals.

3efore we go into detail about the process of gathering data, it helps to have

idea of how we will handle the data when the time comes. Categorical variables
‘,ummarized by telling count or proportion or percentage in the category of in

csr. The most common way of summarizing quantitative variables is with their

‘‘°an same thing as aierage, although we will discuss other useful summaries a

later in this hook.

The count in a category of interest is simply the number
f individuals in that category.

The proportion in a category of interest is the number of individuals

in that category, divided by the total number of individuals considered.

The percentage in a category of interest is the proportion (as a
decimal) multiplied by lOO°.

The mean of a set of values is their sum divided b the total number
of values.

Students may be misled to think that the variable of interest in a situation is

uantitative because the’ see a number attached to it. In fact, that number may be

Lount or a proportion or a percentage summariiing values of a categorical van

tHe. It may help to think about how data values are being recorded for each mdi-
‘‘dual in a sample in order to decide whether the variable of interest is categorical

quantitative, as Carlos did in the four students’ discussion on page 3.

r
RHEAD

Many real-life studies,

including many

discussed in this book,

convert quantitative

variables to categorical

in order to simplify

matters.



In cases Ilkethis, where

*taluesfa quantitative
variable are being
a,mpared for two or
more categorical
groups, a summary
occasionally quantifies
the differences by
reporting what percent
higher or lower another
mean is from the
original mean.

EXAMPLE 1.3 SUMMARIZING CATEGORICAL VARIABLES

Background: An article entitled “New Test-Taking Skill: Working the
System” reports: “Indeed, although only a tiny fraction—1.9%——-of
students nationwide got special accommodations for the SAT, the
percentage jumps fivefold for students at New England prep schools. At 20
prominent Northeastern private schools, nearly one in 10 students received
special treatment.”1

Question: What type of variable is featured here, and how is it summarized?

Response: For each student in the entire nation or in the private schools
examined, it is recorded whether or not the student was granted special
accommodations in taking the SAT test. This is a categorical variable,
summarized by telling the percentage or proportion in the category of
interest (receiving special accommodations).

Practice: Try Exercise 1.10 on page 12,

EXAMPLE 1.4 SUMMARIZING QUANTITATIVE VARIABLES

Background: An article entitled “Racial Gaps in Education Cause Income
Tiers” reports: “On average, a white man with a college diploma earned
about $65,000 in 2001. Similarly educated white women made about 40%
less, while black and Hispanic men earned 30% less. “2

Question: How would earnings for each group (such as white women or
Hispanic men) be summarized—with a mean or with a proportion?

Response: Earnings are a quantitative variable and could be summarized
for each group with a mean, namely $65,000 for college-educated white
men, and a mean that is less by 40% of $65,000 for college-educated white
women—that is, $39,000.

Practice: Try Exercise 1.11 on page 12.

Most of the data that statisticians handle, and most of the data that we encounter
in our everyday lives, come from some subgroup, called a sample, as opposed to the
entire group of interest, called the population. Occasionally we have access to infor
mation about the entire population, gathered via a census. This was the case in Ex
ample 1 .4 about earnings of various demographic groups in the United States.

I)eiz;:io’î A sample is a subset taken from a larger group, and the
larger group of interest is the population.

A census, according to Webster’s dictionary, is a “usually complete
enumeration of the population,” and we think of a census in general as a
survey intended to include all citizens in a given area. When we talk about
“the Census,” we are referring to the U.S. Census, conducted regularly
since 1790, and designed to gather more and more detailed information

about America’s population.

6 - r- —- .‘—
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nce census results are summarized, as in Example 1.4, there are no further
ristical procedures needed to draw conclusions about the “larger population.”

EXAMPLE 1.5 WHEN INFORMATION IS PROVIDED FOR AN
RE POPULATION

Background: “Are Feeding Tubes Over-Prescribed?” describes a Harvard
\ledical School study that “involved 1999 data from all 15,135 licensed

1.5. nursing homes at the time.” The study found that “one-third of U.S.
nursing home patients in the final stages of Alzheimer’s and other forms of
dementia are given feeding tubes, despite evidence that the practice serves
no benefit and may even cause harm.” The variable of interest here is
whether or not nursing home patients in the final stages of Alzheimer’s or
other forms of dementia are given feeding tubes, a categorical variable that
s summarized with the proportion 1/3.

Question: Why would it not he appropriate to generalize the study’s
results to a larger population?

Response: It is not possible to generalize this result to a larger group
because it already refers to patients in all nursing homes at the time, rather
than to a sample comprising a subset of those patients.

Practice: Try Exercise 1.14 on page 13.

oIes of Variables: Explanatory or Response

1 tar the most interesting and useful statistical studies involve relationships be
en variables. How we approach the data will depend on what roles the van
bles play in their relationship. There are occasionally situations where two
riahles have “equal footing” in the relationship, such as in a study of the re
tionship between football teams’ rankings in offense and in defense. For the
ot part, however, one variable is thought to cause changes in, or at least to cx
lain, values of the other: It is called the explanatory variable. The other van
ble is impacted by, or responds to, the first: It is called the response variable. A
ore complicated relationship can involve more than one explanatory or re
onse variable.

Causation exists between two variables if changes in values
of the first are actually responsible for changes in values of the second.

The explanatory variable in a relationship between two variables is
the one that is presumed to impact the other variable, called the response
variable.

In the following diagram of the five possible situations introduced on page 2,
ie last three involve a relationship. The direction of the arrow goes from explana
rv to response variable. Because relatively few actual situations of interest in

oNe a quantitative explanatory and categorical response variable, and because
lie analysis is fairly advanced compared to the others, we will not analyze such
tliations in this book.
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Li Onej
categorical

One One and one Two Twocategorical quantitative quant tative categonca ouantitatvevariable variable variable var ables variables

Example

1.6 illustrates the five situations in a variety of contexts.

EXAMPLE 1.6 IDENTIFYING VARIABLE TYPES AND ROLES

Background: Consider these headlines:
• “Men Are Twice as Likely as Women toC I Be Hit by Lightning”
• “35% of Returning Troops Seek Mental

Health Aid”
• “Do Oscar Winners Live longer Than

Less Successful Peers?”
S “Smaller, Hungrier Mice”
S “County’s Average Weekly Wages at

$811, Better Than U.S. Average”

Questions: What type of variables are
involved in each of these situations? If the
relationship between two variables is of
interest, which plays the role of explanatory
variable and which is the response?

longer?
Responses: “Men Are Twice
as Likely as Women to Be Hit
by Lightning”: We consider two categorical variables—gender
and whether or not a person is hit by lightning. Gender would
be the explanatory variable and being hit by lightning or not is

the response. The other way around wouldn’t make sense because being hit
by lightning could not have an impact on a person’s gender.

“35% of Returning Troops Seek Mental Health Aid”:
Whether or not a returning soldier seeks mental health aid is
a single categorical variable.

“Do Oscar Winners Live Longer Than Less Successful
Peers?”: This involves a categorical explanatory variable—
being an Oscar winner or not—and a quantitative response
variable—length of life.

“Smaller, Hungrier Mice”: This brief headline suggests a
• • relationship between two quantitative variables: the size of a

________

mouse and its appetite. Size apparently plays the role of
explanatory variable, so that as size goes down, the amount
of food desired goes up.

Thanks for helping me live
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“County’s Average Weekly Wages at $ II, Better Than U.S.
Average”: This involves just one quantitative variable—
weekly wages. If wages for one county had been compared
to those of another county, then there would have been an
additional categorical explanatory variable. Comparing this

on ntv’s wages to those of the United States in general is a different kind of
liparison, where the county residents may he thought of as a single

niplC, coming from the larger population of U.S. residents.

Practice:

tics as a Four-Stage Process

retnrc we begin to learn about the first stage in the process of statistical analysis,
v c hould consider how all the stages fit together to accomplish our overall goal.
On nage 5, we stated that, as a science, statistics is used to produce information
rr a a sample, summarize it, and then draw conclusions about the larger popula
ran trom which the sample came. Those conclusions, known as statistical infer

‘a , can be reached only if we have some knowledge of the workings of random
b na’ ior, which comes under the realm of the science of probability.

A random occurrence is one that happens by chance
one, and not according to a preference or an attempted influence.

Probability is the formal study of the likelihood or chance of
mething occurring in a random situation. In the context of statistics,
robahility explores the behavior of random samples taken from a larger

. ( ) p u Ia tio n.

Statistical inference is the scientific process of drawing conclusions
bout a population based on information from a sample.

[bus, our goal can he reached in four stages, which will be addressed one at
mc in the hook’s four parts.

1. Data production: How to select a representative sample, and how to prop
erly assess values of variables for that sample.

2. Displaying and summarizing data: Depicting and describing single quan
titatie or categorical variables of interest, or relationships between vari
ables if there are two variables involved.

3. Probability: The scientific process wherein sv assume we actually know
what is true for the entire population, and conclude what is likely to he
true tor a sample drawn at random from that population.

4. Statistical inference: Using what we have discovered about the variables
of interest in a random sample to draw conclusions about those variables
For the larger population.

It is easy for a student to lose sight of these long-term goals, as he or she con
itrates on learning particular concepts and techniques. Throughout the book,

h’ following diagram will help remind you of how each new topic fits into the
ag picture.” A reminder of variable t pes and roles is included because aware
s of the variables involved is always an important part of the statistical picture.



1. Data Production: Take sample data from the

PGPULATJON population, with sampling and study designs that
avoid bias.

2. Displaying and Summarizing:
SAMPLE Use appropriate displays and

summaries of the sample data,
according to variable types
and roles.

3. Probability: Assume we know
what’s true for the population;
how should random samples
behave?

4. Statistical Inference: Assume we only know what’s
true about sampled values of a single variable or
relationship; what can we infer about the larger
population?

EXAMPLE 1.7 IDENTIFYING THE FOUR PROCESSES

Background: Consider the following situations:
• A retail manager is asked to present some graphs and a brief report on

her group’s sales over the past several months, broken down into various
types of merchandise.

• Before a bookstore’s owners make plans for extensive renovations, they
want to find out what customers already like about the store and what
aspects are in need of change.

• A pharmaceutical company has carried out a study and determined
proportions of patients experiencing nausea for those who take a certain
medication and those who take a “dummy pill.” The company wants to
know what claims it can make about proportions of patients
experiencing nausea in the general population for those who take the
medication compared to those who don’t.

• The proportion of all Americans who are of Hispanic origin is 0.13.
We’d like to know how unlikely it would be to take a random sample of
1,000 Americans and find only 0.06 to be Hispanic.

Question: Which of the four processes is involved in each situation?

Response:

• The first is a task in displaying and summarizing data—namely the
information on sales of various types of merchandise.

• The second requires data production—namely, the design and
implementation of a survey of the bookstore’s customers.

• The third is a statistical inference problem, using information on tested
patients to draw conclusions about side effects for any user of the
medication.

• The final one is a probability problem because we seek the likelihood of
obtaining a certain proportion in our sample who are Hispanic.

I 10 hat 1 nr.c1u u ar i I.’ ar roe,,’ I

Practice: Try Exercise 1.23 on page 14.
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SUMMARY

ii

Characteristics that can differ from one
individual to another are called vari
ables. Variables can be either categori
cal or quantitative. In statistics, we study
single variables or relationships be-

tween variables. At times we merely fo
cus on variables’ values for a specific set
of individuals, called a sample. More of
ten, our goal is to generalize to a larger
group, called the population.

ibIes and Statistics

1)ata are pieces of information about the values
ken by variables for a set of individuals.

I Tie five variable situations to be covered in this
are:

• Single categorical variable
Single quantitative variable
Catetorical explanatory and quantitative
response variable

. Categorical explanatory and categorical
response variable

Ti Quantitative explanatory and quantitative
response variable

;ategorical variables can be summarized with
ounts, proportions, or percentages.

Quantitative variables can he summarized with
ii cans.

individuals studied are entire groups, the
percentage in a particular category for each
group can be treated as a quantitative variable.

.\ quantitati e variable can be converted into a
Lategorical variable by grouping into ranges of
alues.

i The science of statistics is concerned with
gathering data, summarizing it, and using that
information to draw conclusions about a larger
population. The latter process is known as
statistical inference.

i A census gathers information about an entire
population rather than just a sample.

When the relationship between two variables is
of interest, it should he determined which (if
any) plays the role of explanatory variable and
which is the response variable.

i A random occurrence is one that happens by
chance alone, and probability is the formal
study of randomness.

i The four stages in the “big picture” of statistics
are

1. Data production

2. Displaying and summarizing data
3. Probability

4. Statistical inference

EXERCISES
otet Asterisked numbers indicate exercises whose answers are erovided in the Solutions to Selected Exercises section, on page 68g.

1 Students were asked to rate their instructor’s
preparation for class as being excellent,

or needs improvement. Response to
this question is what types of variable—

uantitative or categorical?

.2 S ii ppose researchers want to investigate Ii ow
weight can a ffect blood pressure. Tell what

types of variables each of these situations
Involves.

a. Individuals’ weights and blood pressures
are recorded.

h. Individuals are classified as being normal
or overweight, and their blood pressures
are recorded.
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c. Individuals are classified as having high
or low blood pressure, and their weights
are recorded in kilograms.

d. Individuals are assessed as having high or
low blood pressure, and as being normal
or overweight.

1 .3 Prospective subjects for a study had their
blood pressures recorded.
a. Is the variable of interest quantitative or

categorical?
h. Would results best be summarized with a

mean or with a proportion?

1.4 Before the 2004 presidential election in the
United States, there was a great deal of
interest concerning public opinion of the
war in Iraq. For each of the following
situations, tell what individuals are being
studied, what variable is of interest, and
whether the variable is categorical or
quantitative.

a. People around the world were surveyed
as to whether they approved or
disapproved of the Iraq war.

b. People in various countries were surveyed
as to whether they approved or
disapproved of the Iraq war. For each
country, it was determined what percentage
of its people disapproved of the war.

c. The Guardian—a British newspaper—
reported that 8 of 10 countries surveyed
by leading newspapers (such as the
Guardian, Canada’s La Presse, and
Japan’s Asahi Shimbun) disapproved of
the Iraq war.

1.5 Based on a survey of a few thousand people,
a newspaper reporter wants to draw
conclusions about how a country’s citizens
in general feel about the war in Iraq. At this
point, is the reporter mainly concerned with
data production, displaying and
summarizing data, probability, or
performing statistical inference?

*1.6 For parts (a) and (b), tell who or what
individuals are being studied, identify the
variable of interest, and tell whether it is
categorical or quantitative then answer the
question in part (c).

a. Adults were surveyed as to whether they
were married, single, or divorced.

b. The New York Times reported. state by
state, the divorce rate per 1,000 married

adults in 2003. The lowest rate was in
Massachusetts, with 5.7 divorces per
1,000 married people, and the highest
was in Nevada, with 14.6 per 1,000.

c. Assume we have Census data on marital
status of people in the United States. Are
those people considered to he a sample or
a population?

1 .7 A New York Times reporter decides to
convey information about American divorce
rates by including a map of the United
States. Each state is shaded from light to
dark depending on how high its divorce rate
is. At this point, is the reporter mainly
concerned with data production, displaying
and summarizing data, probability, or
performing statistical inference?

*1.8 “Can Mom’s Drinking Lower Kids’ IQ?”
examined the relationship between mothers’
consumption of alcohol during pregnancy
and their children’s IQs. The mothers were
classified as being abstainers (0 alcoholic
drinks per day), light drinkers (up to 0.5 per
day), moderate drinkers (0.5 to I per day).
or heavy drinkers (more than 1 per day). Is
alcohol consumption being treated as a
categorical or a quantitative variable?

1.9 An article reported costs of ski-lift tickets in
various resorts in a region as being less than
$20, $20 to $40, $40 to $50, or more than
$50. Is ticket price being treated as a
categorical or a quantitative variable?

*1.10 A British survey reported in 2006 states:
“Nearly 40 percent of 106 students who
answered questionnaires about their
attitudes said they couldn’t cope without
their cell phone.”4

a. What type of variable is being
considered?

h. How is the variable summarized?

*1.11 “In a study of 87 French and Swiss college
students, researchers gave half of them
sunscreen with a protection factor of 10 and
the other half with a factor of 30. The
students, who weren’t told which lotion they
received, went on summer vacations and
recorded the amount of time they spent in
the sun. Users of the stronger sunscreen
spent 25% more time in the sun, mostly
sunbathing, the study found . . . students in
the study often waited until their skin turned
red before rushing to the shade.”



Is time spent in the sun being treated as

a quantitatise or a categorical variable?

H. low would researchers summarize time

spent in the sun for each group (those

with the stronger and those with the

weaker sunscreen)?

2 \ newspaper article entitled “frens Most

LikelY to Have Sex at I lome” notes that of

the sexually active teens surveyed in the

year 2000, “56% said they first had sex at

their family’s home or at the home of their

partner’s family.

a. What is the variable of interest?

b. Is the variable of interest quantitative or

categorical?

c. How is the variable being summarized?

1 3 Based on results of a survey of sexually

active teenagers, sociologists would like to

be able to say whether or not a majority of

a11 sexually active teenagers first had sex at

their or their partner’s home. At this point,

are the sociologists mainly concerned with

data production, displaying and
summarizing data, probability, or

performing statistical inference?

1 14 The Neit’ York Times reports: “Three out of

four workers drove to their jobs by

themselves in 2006, according to another

finding by the Census Bureau. ‘ - Should we

consider the workers studied to be a sample

or a population?

.15 Mortality rates in the United States during

the 1980s and I 990s were studied by county,

race, gender, and income, with the following

results: “Asian-Americans, average per-capita

income of $2 1,566, have a life expectancy of
549 years . . . Western American Indians,

$10,029, 72.7 years ...“ Are these numbers

referring to samples or populations?

1 .16 The American Association of Retired People

AARP) conducted a survey in which it was

discovered that 63 0 of adult Americans

don’t want to live to be at least 1 00. On

average, those polled wanted to live to the

age of 9 I.

a. Should we consider the Americans

polled to be a sample or a population?

b. There is a categorical variable of interest

in the stirvey tell roughly how the
survey queon was phrased to obtain

those responses.
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c. [here is a quantitative variable of interest

in the survey; tell roughly how the survey

question was phrased to obtain those

responses.

1 .17 The New York Tones reported on a study of

gadgets and appliances in American homes.

For each of the following results, tell which

of the five variable situations is involved,

choosing from the following:

C: single categorical variable

I Q: single quantitative variable

C — Q: categorical explanatory variable

and quantitative response variable

C —* C: categorical explanatory variable

and categorical response variable

I Q — Q: quantitative explanatory

variable and quantitative response

variable

a. For each of the 17 appliances studied, the

Tunes reported the percentage of

American homes in 200 1 that had the

appliance. For example, microwave

ovens were in 96% of the homes and

answering machines were in 78% of the

homes. (I) C (2) Q (3) C Q (4) C — C

(5>Q-Q
b. The study made a comparison of

percentage owning each appliance in

2001 to the percentage owning the

appliance in 1987. For example,

microwave ovens were in 66% of the

homes in 1987 as opposed to 96% in

2001. Answering machines were in [0%

of the homes in 1987 as opposed to 78%

in 2001. (1) C(2) Q(3) C— Q(4) C—*

(5(5) Q Q
c. The study reported 2.5 television sets

owned per household in 2001. (1) (2

(2)Q(3)CQ(4)CC(5)QQ

1.18 The Neic’ York Times reported Ofl a study of

gadgets and appliances in American homes.

For each of the 17 appliances studied, it told

the percentage ot American homes in 200 1

that had the appliance. For example,

microwave ovens were in 96°c of the homes

and answering machines were in Th°0 of the

homes.

a. Who or what are the individuals being

studied?

b. \X’hat is the variable of interest?

c. Is the variable of interest quantitative or

categorical?

4
21

I
I
I
I
1
I
I
I

.1
J4,

is
4’

51

ii
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1.19 The study that looked at prevalence of
various appliances in homes in 2001, as
described in Exercises 1. 17 and 1. 1 8. made a
comparison to the percentages for each
appliance in 1 987. For example, microwave
ovens were in 66% of the homes in I 98 as
opposed to 96% in 2001. Answering
machines were in 10% of the homes in 1987
as opposed to 78% in 2001.
a. There are two variables involved; what is

the explanatory variable?
h. Tell whether the explanatory variable is

quantitative or categorical.
c. What is the response variable?
d. Tell whether the response ariahle is

quantitative or categorical.
e. In which year would you expect

percentages to be higher overall—198
or 2001, or both the same?

1.20 The New York Times study of appliances
reported 2.5 television sets per household in
2001.

a. Is the variable of interest quantitative or
categorical?

h. Is the reported summary a mean or a
proportion?

1.21 Suppose television advertisers want to know
if age plays a role in people’s response to a
rather unconventional ad that might he aired
during the next Super Bowl. The ad is
shown to a variety of viewers. Keeping in
mind that the explanatory variable is not
necessarily the first one mentioned, classify
each of the following possible approaches as
involving one of these relationships:

C C: categorical explanatory variable
and categorical response variable
C —* Q: categorical explanatory variable
and quantitative response variable

I Q — C: quantitative explanatory variable
and categorical response variable

I Q Q: quantitative explanatory variable
and quantitative response variable

a. They ask whether or not a viewer likes
the ad, and record his or her age.

h. They classify a viewer as being youth,
young adult, middle—aged, or senior
citizen, and whether or not he or she
likes the ad.

c. ‘viewers’ ages are recorded, along with
their rating of the ad on a scale of I

(most unfavorable) to 10 (most
favorable).

d. Viewers’ ratings of the ad on a scale of I
to 10 are recorded, along with the
viewers’ age group as being youth, young
adult, middle-aged, or senior citizen.

1.22 Television advertisers are trying to decide
which of the approaches outlined in
Exercise 1.21 to use in an upcoming study
of age and response to an advertisement. At
this point, are they mainly concerned with
data production, displaying and
summarizing data, probability, or
performing statistical inference?

*1.23 A department head wants to investigate the
quality of teaching of a professor who is
coming up for tenure. Tell which of the four
processes (data production, displaying and
summarizing, probability, or statistical
inference) is involved in each of these stages:
a. The department head considers whether

to simply ask students to rate various
aspects of the professors performance on
a 5-point scale, or whether to also ask
them to write a paragraph describing
their experience in that professor’s class.

b. A sample of students is surveyed, and
scores on a 5-point scale are averaged for
each aspect of the professor’s
performance.

c. If all of the professor’s students would
give an average rating no higher than 4.0
on preparedness, it would be very
unlikely to get a sample of 20 students’
ratings averaging at least 4.3 on
prepa red ii ess.

d. Based on the responses of sampled
students, the department head concludes
that the mean preparedness rating for all of
the professor’s students is higher than 4.0.

1.24 Mens Health magazine used data on body
mass index, hack-surgery rates, usage of
gyms. etc. to grade the quality of men’s
“al,s” (abdominal muscles) in 60 cities
across the country. If each city was given a
rating between 0 and 4, such as 2.75 for
Pittsburgh, then how is the variable of
interest being treated—as quantitative or
categorical?

1.25 Suppose Men’s 1—lealil, magaiine wants to
present the results of the survex described in
Exercise I .24 in a \vav that is both appealingI
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and informative. Is the magazine mainly
concerned with data production, displaying
and summarizing data, probability, or
performing statistical inference?

1 26 Anthropologists studied gender differences
in public restroom graffiti, noting whether
the graffiti occurred in a men’s or women’s
room, and classifying writings as being
competitive and derogatory or advisory and
sympathetic.

a. There are two variables mentioned here;
what is the explanatory variable?

b. Tell whether the explanatory variable is
quantitative or categorical.

c. What is the response variable?

d. Tell whether the response variable is
quantitative or categorical.

e. Would type of writings for each gender
he summarized with means or
proportions?

—____---i_ ‘

.

Typical graffiti for womeWs room?

127 If researchers report that alcoholics are three
times as likely to smoke compared to
nonalcoholics, do they consider smoking to
he the explanatory variable or the response?

Discovering Research:

1.31 Hand in an article or report about a
statistical study; tell what variable or
variables are involved and whether they are
quantitative or categorical. If there are two

Reporting on Research: I I . I

1.32 Use the results of Exercise 1.6 and relevant
findings from the Internet to make a report

1.28 If researchers report that smokers are 10
times as likely to be alcoholics compared to
nonsmokers, do they consider smoking to be
the explanatory variable or the response?

1.29 The Centers for Disease Control and
Prevention noted that “the price of a pack of
cigarettes went up 90% between 1997 and
2003.” Suppose students in an introductory
statistics course have been asked to identify the
two variables of interest here, then tell which is
explanatory and which is response, and
whether each is quantitative or categorical.
Which student has the correct answer?

Adam: The explanatory variable is price
of cigarettes, and it’s categorical because it
was summarized with a percentage. The
response is year, and it’s quantitative because
it takes number values.

Brittany: The roles are reversed: Year is
the quantitative explanatory variable and
price is the categorical response.

Carlos: Year is the explanatory variable,
and because just two values are possible, it’s
categorical. Price is the response and it’s
quantitative—90% just tells how much the
price has changed from the year 1997 to the
year 2003.

Dominique: Both variables are quantitative
because they both take number values; year is
explanatory because it affects the price.

1.30 One-third of all nursing home patients with
Alzheimer’s and other forms of dementia are
given feeding tubes. Researchers want to
know how unlikely it would be to find more
than half in a random sample of 100 such
patients to have been given feeding tubes. Are
the researchers mainly concerned with data
production, displaying and summarizing
data, probability, or performing statistical
inference?

S \ ID OLES

variables, tell which is explanatory and
which is response. If summaries are
mentioned, tell whether they are reporting
means or proportions or something else.

on divorce in the United States that relies on
statistical information.


